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http://www.youtube.com/watch?v=oxXpB9pSETo

Disclaimer!

Welcome to our presentation, Dear APIGA Participants!
The content of this presentation was developed with the assistance of Generative Al
Technology.
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1 Introduction

» What is Generative Al?

* Generative Al refers to a category of Artificial Intelligence (Al) algorithms designed to generate new data
instances that closely mimic the training data.

Discriminative Al Generative Al
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1 Introduction

» How Generative Al Works?

* Generative Al model is trained to learn the patterns and structures within a dataset. This allows it to
create new data that looks similar to the original and follows the same underlying distribution.
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1 Introduction

» Generative Al Around Us

G

Sora
Text Generation Image Generation Video Generation
Autol-omp O o
Auto Text Completion Voice Assistant
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2. History of
Generative Al
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2 History of Generative Al

= The Early Beginning of Al

Alan Turing introduces the
Turing Test to measure a
machine's ability to exhibit
intelligent behavior.

Frank Rosenblatt develops
the Perceptron, the first

Artificial Neural Network.
/ John MacCarthy I Seppo Linnainmaa Paul Werbos

r, 1955 l 1970 1982
1 ——1

The term Al (Artificial\ Backpropagation algorithm
Intelligence) is coined for was formalized and applied
the first time by John to allow neural networks to

KMacCa rthy. ) learn from data.

Alan Turing

Frank Rosenblatt
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2 History of Generative Al

» Deep Learning Era - The Key Breakthroughs of Generative Al

*Unsupervised Learning *Revolutionize Generative Al e
%@ *Revolutionize NLP
—> Encoder _,i,, Decoder _} 1@5{ and Modern Al
originat E@Dj = N Architecture
Compressed input e im E
representation GENerEto = 9
Autoencoders (AE) Generative Adv. Network (GAN) Transformers
] 2012 l_’ 2015 |_l 2019
—‘ ? @ » O @
2000s | 2014 | 2017
ImageNet & AlexNet Variational Autoencoders (VAE) StyleGAN
o = ;—“::‘:‘:E—E\ ‘:3!_. _— Probat;i:?tzitl:xE)ncoder —
= veen [ s il
x + s Y
s dei An compressed low dimensih
J ; S e i 7 i " L] E:’I/\‘/Z],"I;DG representation of the input. ]
*Large Dataset & Model *Statistical Inference *Realistic & controllable
Q = sua X QD hwen,
Information Security & AloT (Al of Things) KISA 71cann




=
N
)
O
-
©
>
©
<
e
-
)
O
)
nd
™

<
)
=
-
©
—
)
C
)
O

~ APIGA
ASIA PACIFIC INTERNET
GOVERNANCE ACADEMY

KISA Tcann



3 Recent Advances in Generative Al

» Large Language Models (LLMs)

Large Text Datasets Large Model Large Compute Power

Trillions of texts (docs, Billions of neural network Months of GPUs training
articles, book, etc.) params (Transformers)

Large Language Model

Al models designed to understand, generate, and manipulate human language using deep
learning techniques

4 @ ChatGPT Foundational Model Gerﬁini
Question Answering Summarizing Text Generation Text Classification Etc
KInformation Extraction Sentiment Analysis Chatbot Language Translation
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3 Recent Advances in Generative Al

= Large Language Models (LLMs)

4 LLM
Evolutionary EF S BardG PT-AG M burassic-2%2  (Clauddm How it works?
Tm LLMH
@D EEx . * Language Model is trained to predict the next
@@ BLOOMZ #] Galactica g\
e — pai : -
, , SO word given the text inputs.
BLOOM 9| & P
Closed-Source J/@G OPTIRN
< G °
P o0 z=rwo lllustration:
@) = GRS E Gopher ﬁ-
G\ _Gophen @ g Coherd .
g == = b__* The cat is so cute
GPT-J (e l l l l R
GPT-Neo(a]
D) Trained Language Model Ep,eat
until <EOS>
$ At
@D , e E |
oL e cute [75%] Randomly sampled
& x = 10
A K k = flufty[10%] based onyout Et
G - >~
o N - ST — playful[5%] .y P
X — probabilities
&= '—F'P 7 9 G 7
e s arOy e T () 3222 U NSRS AP XD hgaeies
%‘% Loe\ﬁ PUSAN NATIONAL UNIVERSITY Information Security & AloT (Al of Things) 14 KISA 1cann SoveRAANGE AR




3 Recent Advances in Generative Al

» Diffusion Models

* Diffusion models are type of generative model that generate new data by starting with a noisy and
gradually making it clearer and more detailed.

® Forward / noising process

Sample data p(x,) = turn to noise

Po(Xo) y i b pr(xp)~NV(0,1
Clean X X X X ~ Pure
0 1 1—1 .

sample noise

Sample noise pr(x7) = turn into data ® Reverse [denoising process
* Applications: @ DALL E X;lg\; Midjourney stability ai
() B2 2 AENE AR X QD hwen,
Information Security & AloT (Al of Things) KISA 7icann




Recent Advances in Generative Al

= Demo (DALL-E 2 Explained) Text-to-Image Diffusion Model
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4 Applications of Generative Al

Qutput

% Chrwnwank

Music Generation

Write me a poem for APIGA attendance with eight line.

Poem for APIGA Attendees

Welcome, dear minds, to APIGA's bright stage,
Where ideas ignite and passions engage.
From far and wide, we gather to see,

The future of the internet, what it can be.

With voices united, our visions align,
To foster a world where digital dreams shine.
Together we'll build, innovate, and strive,

For a safer, inclusive internet, alive.

Qo P

Text Generation

N v, | oy IR

/- PUSAN NATIONAL UNIVERSITY Informatio

n=
A\
R

18 ¢ 3*) ~ APIGA

KISA ICANN ACADEMY



http://www.youtube.com/watch?v=aC8I2YvL6Uo
http://www.youtube.com/watch?v=HK6y8DAPN_0&t=6
http://www.youtube.com/watch?v=sqQrN0iZBs0
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Applications of Generative Al

» Healthcare

Where Generative Al Meets Healthcare: Updating The Healthcare Al Landscape

Life Sciences, $6.5B Raised

[ ciinical Trials ]

Drug

Benevolent”
Discovery

Insilico
Medicine

@ Reverie Labs gs VERGE = AETION
W VERISIMLif 1 Atomwise ST c ConcertAl

Personalized

Medicine &
Base Genomics Syapse
fraenome  TEMPUS

Ei DeepVariant @GENOOX

Admin, $2.7B Raised

| Recruiting

® IntelyCare

M Reverencerinn o ’ ]

-
Olér Health notable

Care
Operations

& MEMORA HEALTH

I Al Suite I

(l ClosedLoop.

Errum

Analytics & IT,
$2.7B Raised

DataRobot

I Prior Auth I

Care
Navigation

Al-enabled
Services

Health [ERSHES

. babylon

@, Curai Health

@ monogram health

Patient-Facing,
$2.3B Raised

Companion
Al

Remote

Patient “bbiofourmis
@tytocare | Monitoring s
O Athelas (9 current health
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@, Woebot Health]
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Medical
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Applications of Generative Al

» General Businesses

Microsoft Copilots

. Chatbot
Bing Edge Word Outlook Excel PowerPoint Teams Business Note Enterprise o Your Al report X
Chat Chat
a Hi, | need help with my recent ord a Here's a concise summary of the main decisions made during 21 meetings:
. * Risk Assessment: A thorough risk assessment was conducted, identifying potential
#123456789 technical, financial, and user-related risks. (01:02, 05:30, 20:30)
Better Q&Aand task Betterinteraction Better readingand Better e-mail Better data Better Better Better knowledge Better Q&A and task * Beta Testing: It was agreed to launch the feature in a closed beta first to gather
completion nent analysis presentation Mestings management completion é Your order's on its way! user feedback and address issues before a wider release. (01:02, 05:30, 20:30)
Copilots for Web Copilots for Productivity * Monitoring and Alerts: Implementation of robust monitoring and alert systems to
When will it arrive? “ quickly respond to any technical issues or anomalies. (01:02, 05:30, 20:30)
Dynamics Copilot Fabric Copilot Security Copilot GitHub Copilot Power Platform Copilot Azure Window Copilots Loop " : N 1ot "

Fallback Plan: A contingency plan was established in case of critical failures,
outlining rollback procedures and alternative solutions. (01:02, 05:30, 20:30)

Expect it by Februar_y 1.5th Data Privacy: Emphasis on ensuring data privacy and compliance with regulations,
and keep an eye on it via N R : 3 9 %
XYZ123456789 with strict access controls and encryption. (01:02, 05:30, 20:30)
* Documentation: Comprehensive documentation will be created to assist users
i o 08

and internal teams in understanding the feature and its risks. (01:02, 05:30, 20:30)
Thanks a lot! a s 3 2 i
Better Better Better thr ! Better code Better creation of apps, Better interaction with OS, * Timeline: A clear timeline with milestones and checkpoints was set to track
support busi i i i workflows, apps, andfiles progress and reassess risks throughout the launch process. (01:02, 05:30, 20;30)

5 * Cross-Functional Team: Collaboration among different teams (development, QA,
Copilots for Business Copilots for Analytics Copilots for Security Copilots for Development Copilots for Low/No Code Copilots for every day Type here. support) was emphasized to mitigate risks effectively. (01:02, 05:30, 20:30)

+ Radular Review: Redular review mestinge wars echadulad tn sualiiate the andning

Workspace Applications Enterprise chatbot Al Meeting Assistant

Benefits:

* Efficiency: Automates repetitive tasks.

* Cost and Time Reduction: Optimizes processes, reduces costs and time.

* Innovation: Facilitates creative experimentation and new product development.
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Applications of Generative Al

» Impacts (by Accenture Research)

Figure 4: Generative Al will transform work across every job category
Figure 3: Generative Al will transform work across industries

Office and Administrative Support [EEeY 14% 23% Work time distribution by major
i B o 1o w sales and related [ 1a% 2% occupation and potential Al impact
, o Based on their employment levels in the US in 2021
insurance PTRY 26% 12% ar Computer and Mathematical [ 23% 17%
Software & Platforms K154 28% 15% Lower potential for

Highar potential for  Higher potentisl for  sugmentation or Non-language

Arts, Design, Entertainment, Sports, and Media [iy4

e - - o L [

N
.
8
3¢

!

Life, Physical, and Social Science g8 25% 28%
Energy KA 14% 34%
Architecture and Engineering b8 25% 30%
Communications & Media
Retail P
B 8 In 5 out of 22 occupation
Industry Average A( .

in wenagement  [AY as% 7% groups, Generative Al can

Health EWEPA 33% 27%
I_E Personal Care and Service [ish 31% 32% affeCt more than half Of a”

Public Service 26% hours worked
— Healthcare Practitioners and Technical a3 40% 22%
Aerospace & Defense 41% vy
; 't:\/ Community and Social Service [iskd 59% 6%
n
Automotive 50% to be
Healthcare Support g9 31% 34%
e 28% Protective Service [ishA 23% 43%
Travel
ravel 15% 32 Educational Instruction and Library k¥4 50% 19%

. — - EX N

Sou Food Preparation and Serving Related , IS 9% iy Source: Accenture Research based on analysis of Occupational
; Info i i 3
Life Sciences Transportation and Material Moving o Information Network (O*NET), US Dept. of Labor; US Bureau of Labor
Lab Statistics.
Industrial Construction and Extraction 75%
Not Notes: We manually identified 200 tasks related to language (out
Consumer Goods & Services of 3 Installation, Maintenance, and Repair 75% of 332 included in BLS), which were linked to industries using their
shai share in each occupation and the occupations’ employment level
Chericsls in e Farming, Fishing, and Forestry [ s el in each job category. Tasks with higher potential for automation can
bet . be transformed by LLMs with reduced involvement from a human
Natural Resources 64% Production [SESY 8% 76% .
wor worker. Tasks with higher potential for augmentation are those in
20% 30% 0% 60 70% 80 90 00%  whic Building and Grounds Cleaning and Maintenance [RRSNNOBESN 843 which LLMs would need more involvement from human workers.
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5. Ethical

Considerations, Future
Directions, and
Conclusion
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5 Ethical Considerations, Future Directions, and Conclusion

» Ethical Consideration

Can you generate an image of a 1943
German Soldier for me it should be an
illustration

Prefix
East Stroudsburg Stroudsburg... ]

+, o) Y

+ o ' ‘/
Sure, here is an illustration of a 1943 German | GPT_2 |
soldier: - Z

Memorized text

Corporation Seabank Centre
Marine Parade Southport

Peter

<
«<

.com

75 40
Fax: + 7 5

ollle

Figure 1: Our extraction attack. Given query access to a
son’s name, email address, phone number, fax number, and

tion that is all accurate so we redact it to protect privacy.

Bias and Fairness Privacy and Data Security
Solution: Diverse and inclusive Solution: Prioritizing user privacy
training data with bias mitigation. and securing training data.
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neural network language model, we extract an individual per-

physical address. The example in this figure shows informa-
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BNTE:

A faked video of the Ukralnlan'
president telling people toffii
surrender is beinshared online.

Misinfo. and Deepfake

Solution: Detecting & preventing
the misuse of generative Al.

Intellectual
Property,
Accountability,
and Transparency

Solution: Robust regulation,
compliance, and collaboration.
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5 Ethical Considerations, Future Directions, and Conclusion

» Future Directions

(Inputs )

Data Sources Skills

Perceptual Sources

e Traditional Vision Tasks

Look at the sky, y' vi |'
)

tomorrow. Here is

PSSR do you think it
“ n ol s o pxeckha will rain tomorrow? [ e Storage

~ —— = e Detextion ) If so, give the Memazy | Kopwiedge

¢ ‘j" ,J & y L] D > PO e }'"( umbrella to me. ‘ . i —~

/ ) 2 hﬁ B = Foundation e z \ o I =

- .
Cameras&  Autonomous  Ambient gaodet 7 .| l <= & !
Devices Agents Sensors . Reasoning from S — ~ K
Training %". Adagtation the current weather S Summary| | Recall Leamn| |Retrieve
Y e Higher-Order Skills £2) conditions and the § Decision Making
D (C-pweather reports on S )
ata Types ~ the internet, it is = Hanning
Physics & Theory of fik leme 2o Action / Reasoning
Depth Thermal Dynamics Mind ely to rain

= aa”d

& . —{ Tools }—
IT[TT ‘r your umbrella. || CallingAPI ...
d Commons_ense Tempora!ity =
Text  Radio Audio B ‘ &({)
) Image Source:
. Image Soulrce. https://medium.com/@henryhengluo/intro-of-ai-agent-ai-agent-proj
https://pub.towardsai.net/foundation-models-37074a2d70a1

ects-summary-52f4a364ab86
Multi-Modal Fondation Models Al Agents
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5 Ethical Considerations, Future Directions, and Conclusion

= Conclusion

Recap of Generative Al Innovations

e Historical Progress: From early neural networks to modern breakthroughs like GANs and transformers, generative Al has evolved significantly.
e Recent Advances: Highlighted the impact of large language models, diffusion models, and multimodal models on various industries.

Applications Across Sectors

e Business: Transforming content creation, customer service, marketing, and product design.
e Healthcare: Accelerating drug discovery, enhancing medical imaging, and personalizing treatment plans.
e Ethical Considerations: Addressing bias, privacy, misinformation, intellectual property, and accountability.

Future Directions

e Multimodal Foundation Models: Integrating multiple data types to enhance Al capabilities.
e Al Agents: Autonomous systems performing complex tasks and making decisions.

Key Takeaways

e Generative Al is transforming various industries by enabling more efficient and innovative solutions.
e Ethical considerations are crucial to ensure responsible development and deployment of Al technologies.
Future advancements in Al will continue to shape our world, making collaboration and ongoing learning essential.
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“Mona Lisa in Busan Beach”

“Al will not replace humans, but the people who use Al effectively will outpace those who
do not. Generative Al stands as a testament to this truth, transforming industries and
augmenting human capabilities in unprecedented ways.”

- Naufal x ChatGPT
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