Abuse Prevention and Early
Warning System
(APEWS)

*



Predictive Model

Objective : Predict at time of registration whether a DN will be used abusively

Previous registrations for which
the results (abuse/no abuse) is known

Previous
registrations

Abuse lists

Daily
‘ Training

PredictioT Model

Different models are trained :
- Similarity-based agglomerative
clustering
. - Reputation Based Classification

Results from human evaluation
is fed back to the system

Domains with malicious intent can be
- Early detected

- Delayed

- Prevented from being registered

New registration

For each new registration,
the system predicts if the domain
will be used for malicious activity
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Similarity Based Clustering

« Rationale : Domains belonging to the same campaign have very similar
registration data

» For all malicious registrations in the past period, the similarity with other
malicious registrations is calculated and expressed as a metric

« Based on the inter-registration similarity, registrations are clustered into
clusters of ‘very similar’ registrations,
l.e. ‘campaigns’

* For each new registration, the distance to the malicious clusters is

calculated A ___ B __ ¢
.0 Ole @ X
e® C O (g® 0® o
. O . O \ \\_._’ // . \\~_._, ’/z
CLUSTER
O ‘‘‘‘‘‘‘‘‘‘‘‘
[ ) Y ) 7YY
® C o0 ® ‘oo "\ 0@
REGISTRATIONS: (O BENIGN @ VALICIOUS ONEW
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Results test phase

Prediction
Results
Abuse No Abuse
y _ TP+ TN
WAy = TP Y FP+ TN + FN
- 2 True False
= 2 | Positives | Negatives Recall = — % How many did we find 2
| < (TP) (FN) TP + FN
o L) Precisi TP How many were correct ?
- —_—_—,_,_,_—_— (of those we predicted as a hit)
§ Fglg.e Trug recision = w0
< Positives | Negatives _
o o FP How many were incorrectly
2| & | (N False Positive Rate = ppoqy  dassfedasahi?

Optimization

What is most important ?

- Find all the cases (recall/ ) with low precision ?

- Predict correctly (precision /) and miss a lot of cases ?
- As accurate as possible ?
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Results test phase
r l 1
25

10/01/2019- 02/01/2019 64 4 248 28045 60| 84.13% 56.18% 0.88%

Recall = P How many did we find ?
(PIOTPIEEERIJOEVPLEER 1575 3919 1311 334821 1759 75.75% 80.73% 0.39% | Recl = gp—pn Low many aic.we
02/04/2018 - 20/06/2018 ENEE]] 1301 488 93023 378| 89.71% 87.11% 0.52%

Precision = _TP How many were correct ?
LIOETPIGERPYVEVPIEES 643 1085 222 37504 140 92.51% 88.62%  0.59% TP + FP (of those wo predictod 25 2 i

10/01/2018 - 28/03/2018 :[1L%S 24 1089 80551 867| 82.47% 78.93% 1.33%

FP How many were wrong ?

False Positive Rate = FP 4 TN e oabenon

Average
TPR : 82.32%

(pct reported abuses found)

Precision: 81.62%

(pct correct on predicted abuses)

FPR : 0.58%

ICANNG6 Montréal - ccNSO (abuses predicted on total benign)



Production phase (no delay)

RESULTS OKT 2019
PREDICTION RECALL & PRECISION
precision
120,00%
100,00%
100,00%
78,62% 80,39% 0 /
80,00% 92,00% 79.2
7 36% 61,61% 79,82%
60,00% 53,63% ’
41,47%

58,29%

54,09%

40,00% 49,46%

recall

20,009, 74%

18,53%

Y 0,00%
2018M11  2018M12 2019M01 2019M02 2019M03  2019M04 2019M05 2019M06 2019MO07 2019M08 2019M09 2019M10 2019M11

e Recall = Precision

Recall = Of those that were abusive, how many were found ? Precision = Of those predicted abusive, how many were correct
Recall = L How many did we find ? What is most important ?
TP+FN (ofthe cateqony e werelooking fon) - Find all the cases (recall #) with low precision ?
p - Predict correctly (precision #) and miss a lot of cases ?
Precision = ————— How many were correct ? - As accurate as possible ?

ICANNGG Montréal _ CCNSO TP + FP (of those we predicted as a hit)



PREDICTION CORRECTNESS (2)

180

mFP
FN
mTP

missed cases)

160

140
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6102/80/S

610Z/80/€

610Z/80/1T

6102/£0/0€
6102/L0/82
6102/20/92
6102/L0/¥2

TP : Nbr of DNs that were correctly predicted as abusive in the last 100 days

FN : Nbr of DNs that were incorrectly predicted as not abusive in the last 100 days (

wrongly delayed)
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Note that the FP may still turn out to be TP in the future It just means that at the time of the report, they were not yet captured as abusive by the monitoring systems.
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T h e ACCU ra Cy tra p RESULTS OKT 2019

Precision

PREDICTION CORRECTNESS (1)

4000
2000 mWrong
B Correct
m ‘ ‘ ‘
o @ ] o o™ o
2 2 9 2 2 2 2 2 2 g 2 9 2 2 2 9 2 9 g 9 @ 2 @ 2 g o
[=] o (=] o (=} o o =] o o o (=} o [=] j=] (=] =] f=} (=] f=3 o o [=] o (=] o
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Correctness of the predictions in the last 100 days

Pct of the prediction that was correct : 99.33% 99.3%

But ... if we would always predict no abuse, accuracy would be 98.53% !
Typical for unbalanced data.
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Effectiveness

40001

2000 1

Prediction of blacklisted registrations

0-
Jul 2017 Jan 2018 Jul 2018 Jan 20

Figure 8: The weekly prediction of blacklisted registrations
for the selected ensemble predictor during operations. The
red area plots the total number of blacklisted registrations on
that week, whereas the green area represents the predictions.
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Delayed Delegation

Predict at time of registration whether a DN
will be used abusively

Status :

* Running in production without delayed delegation
» Currently 80% Recall and 80% Precision

Next Steps :
» Improve algorithms (add categorisation)
» Explore to include other abuse lists
 Start delaying



More information

Exploring the ecosystem of malicious domain
registrations in the .cu TLD

“Thomas Vissers', Jan Spooren, Picter Agten, Dirk Jumpertz?, Pt
st Vi Wobbmils, PHonk Flsdato: Wokes Jomtest e T
Desmet!

Jansse

imec-DistriNet, KU Leuven, Belgium

(i Lastnane)oce. kuleuven. b
URid VZW, Belgium
{f1rstnaze. lastnane)Courid.eu
Abstract. This study extensively serutinizes 14 months of registration
0 identify large-scale malicious campaigns preseat in the .cu TLD.
s that recurrently register large amounts of domains for one-shot,
malicious use. Al

s nenlty. W fusthes et o g the persionl apects of
this and obser other findings, that their processes
Sk ol pactuly ot Fal) e 850l obh B chatat

the ccosystem analysis of malicious registrations in a TLD

Keywords: malicious domain names, campaigns, DNS security

1 Introduction

‘The Domain Name System (DNS) is one of the key technologies that has allowed
the web to expand to its current dimensions. Virtually all communication on the
web requires the resolution of domain names to IP addresses. Malicions activi-
ties are no exception, and attackers constantly depend upon functioning domain
names to execute their abusive operations. For instance, phishing attacks, dis-
tributing spam emails, botuet command and control (C&C) connections and
malware distribution: these activities all require domain to operate.
Widely-used domain blacklists are curated and used to stop malicious domain
names? shortly after abusive activities have been observed and reported. As a
consequence, attackers changed to a hit-and-run strategy, in which malicious

es e operational for only a very small time window after the initial
registration, just for a single day in 60% of the cases [1]. Once domain names

 t0 o domain name that

T We use the term malicious domain name whenever we re
«

is registered to be bound to a malicious service or activty.

Detection of Algorithmically G

ted D in Names used by

Botnets: A Dual Arms Race.

fan Spooren
imec - Distrinel - KU Leuven
Heverlee, Belgium
Kl

avy Preuveneers Lieven Desmet
imec - Distrinel - KU Leuven
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ABSTRACT
Malsare typiclly uses Domain Generation Algorithms (DGAs) as
amechanism to contact their Command and Control server. It e

t years, different approaches ly

ACM Reference Format:
JanSpooren, Dary Preuveneess, Lisven Desmet, Peter anssen, and Woutr
Jocssn. 2019 Detection of Algarithassally Genersted Domain Nasues nsed
by Botess A DualArms Bce. [ The 3t ACKAIGAPD Symposar o
M.

domain names have been proposed, based on machins learning
“The first problem that we addrecs is the diffcully to systematieally

pendent benchmark. Tae second problem that we investigateis the

it 5-1

9.
oy et e e

1 INTRODUCTION

iy o ity o e e e e theTh o connes lens of v, g o v
§ these o and ‘ablets, mobile phones, household sppl-
In this paper we compare i the same set

CFDAs it machie eoriog shog marwally sngmewred
features and a ‘deep learning’ recurrent neural network. We show
that the deep learning approach performs consistently better on
all of the tested DGAS, with an averags classification aceuzacy of
98.7% versus 9357 for the manuslly engineered festures, We also
show that one of the dangers of manusl festure engineering is that
DG can adapt their strategy; based on kmowledge of the festures
use to detect them. To demonstrate this, we use the knowledge of
the used feature set o design a new DGA which makes the random
forest classifier powerless with s classification accuracy of 53.9%
The desp learning classifie i also (albeit less) affcted, reducing.
itsaceurscy 1o 855

CCS CONCEPTS

+Security and privacy —» Malware and its mitigation; - Com

regression trees;
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internl for vulnerable devices which could be compromized, or are

cking devices.

Once this malware i present on a machine, it can be vsed toattack

othet machinss, send unsolicited or phishing e-mails, cavesdrop
P d

X encrypt
the machine requesting fzom the user a ransom for the ability o
decrypt, and many more malicious schemes, Large pool [17] of
infected machines, called botnets [4] exist, which ate controlled
from Command and Canirol (C&:C) servers (ss depicted in Figure 1.

e

Ok darmins

bt e
m.wm.,..,

02 bt o aphut
1 s o wana ot

Figure 1: Bot using DGA to connect to a C&C Server

Assessing the Effectiveness of Domain Blacklisting

Against Malicious

Thomas Vissers', Pctc( Janssonf,

co-DistriNet,
e

DNS Registrations

Wouter Joosen®, Lieven Desmet*
KU Leuven
vZw

and transparancy limits these

evn here i ke insght o how they operat, vhat meir
ow elfective they are. In this paper,
Combine NS rac measn-zmems it domain regitraton and
blacklisting data. This allows 2 nupart o wha
st reorchers o esdrvpolnle n exmmg
We foeus on large-seale malicious campaigns it e ngmer hou:
sands of domain memes used in orchestrated sttacks o evluste
this situafion. We show that blacklist operators use bath reactive,
andto alemor extet, prostive deteton muthods. F\mhemm,
by examining behavioral sspe
O ot e sl o o derec e demsi.

I INTRODUCTION

NS continues to serve as a major faciltator of intomet-
based crime. From phishing and spam to botnet communi-
cation and malware distribution: most cyber attacks require
domain names to be operational, While some malicious actors
compromise existing domzin names, many register new ones
to provision their aftacks. The amount of domain names that
are newly registered for malicious purposes is substantial [6],
I]lBI
In our previous study, we extensively analyzed the ecosys-
tem of malicious registrations within . <tz [1]. We found that
the vast majority of blacklisted registrations could be attributed
t0 a small set of cybercriminal registrants. We found that
these cybercriminals continously set up lage-scale campaigns,
producing thousands of domain names used in cyber attacks.
An important finding of this study is that a substantial
amount of campaign registrationg'| while clearly affiliated to
cybercrime, never ends up on a blacklist, One possible expla-
nation is ht some campaign registrations are never actively
used in attacks. Altematively, blacKlist operators might simply
fail to detect some malicious behavior. At this time, there is
1o clear understanding of this discrepancy, in part because
blacklist methods are somewhat opaque, a5 they typically
combine multiple tactics to achieve detection. However, the
security community heavily depends on blacklists and often
treats them a5 oracles. For example, many detection and pre-
vention systems are modelled using blacklists s their ground
truth for maliciousness (.. (1], [4], [6)). Furthermore, the
understanding of cybercrimal ecosystems relies on analyses
using blacklists as a main indicator of malice (e.g. [7), [15),

4 e e vt f i eetions mace
the ssme maliions repisien

[38)). A lack of
initiatives.

Tn this paper, we set out to frther understand how malicious
campaigns operate and interact with blacklisting. We c
bine behavioral traffic data with registration and blacklisting
information to analyze the different strategies of malicious
campaigns and blacklist curators, and how they affect each

operations. This enables us {0 observe campaign specific attack
patterns, Following these insights, we can further assess the
effectiveness of domain blacklisting of campaign registrations.

The main findings of this paper are:

+ We demonstrate that domains registered as part of cam-

paign are deployed in a coordinated fashion. Furthermore,

we discern the presence of campaign-specific behavioral
patterns.

+ We report on the usage of reactive and proactive black-

hsmg strategies to detect the attacks that these campaign

. We pmvlde insights into nussed detections in relation to

active and dormant registration:

+ e futhr develop th wndertandin of how campaigns

approach the large-scale registration and deployment of
their domains.

The remainder of this paper s structuted as follows. Tn
Section [T, we introduce the data and subjects of this study.
Next, we give a fow examples of attack activity in malicious
campaigns in Section [T} In Section [TV, we design a mea-
sure for domain activity in order to assess and understand
blacklisting effectiveness. Afterwards, in Section [V} we study
the lifespan of campaigns in tems of registration, attack
deployment and blacklisting. We discuss ovr analysis and
related work in Section [V and [VIT, We state our concluding
remarks in Section [VIIT

11 DATASET AND CAMPAIGN IDENTIFICATION

Tn this section, we first describe the data used in this
pper Next, we esablish the st point of our el
oy Hentifing the five mos sckive campoigns present n
dataset.
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ABSTRACT
DNS is one of the most essential components of the Internet, map-
ping domain names to the IP addresses behind almost every online
service. Domain names are therefore also a fundamental tool for
attackers t0 quickly locateand reloate thir malicous actvies
on the Internet. In this paper, we. luate PREMADONA,

imec - DistriNet, KU Leuven
Belgium

Applications Conerence (ACSAC'19),December9-13, 2019, San Juan, PR, USA
ACM,New York.NY, USA, 11 pages.hips:/doLorg/10.1145/3359789.335983

1 INTRODUCTION
Mal

= soltion for DNS regitres to predit T
fore a domain name becomes operational. In contrast to blacklists,
which only offer protection after some harm has already been
done, this system can prevent domain names from being used be-
fore they can pose any threats. We advance the state of the art by
leveraging recent insights into the ecosystem of malicious domain
registrations, focusing explicitly on facilitators employed for bulk
registration and similarity patterns in registrant information. We

loy domains in their
ations, such as spam, phishing, malware distribution and botnet
cac. le "

igh
objective.

“The most well-known countermeasure for malicious domains
isa blacklist. So-called reputation providers curate lsts of domain
snes i e ol il ol bl ks Yo s
ware ock incoming or

thoroughly evaluate the d del's performance

with Jy. Black

onan 11 month
ad i "

K b o morsaghe v sy ek e
after

fully deployed P the
‘euceTLD registry to detect and prevent malicious registrations,
and have contributed to the take down of 58,966 registrations in
2018,

CCS CONCEPTS
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+ Information systems — World e
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In response, miscreants il ndupled i strategies.
They counter the short usable lifespan of their domain names
by egiseingbachesofdisposse “burmerdomalns” oo

paigns. 10,22} Therefore, post factum dection, suchas by black-
lists, i becoming limited in its efects [13]
“This situation expresses the need to block malicious domain

R, i ko ety oesath e Al calicr detec-
I

e maliiousnessof dos

etal. 9] proposed to predict
at the time of registration, using a set of 22 manually crafted fea-
tures derived from data available at registration time and a Convex.
Polytope Machine (CPM) classifier.

Clasroo e b graned without fe proved it opis s ol e o dtriuted

by Vissers et al. (22], the eu
10p level domain (TLD).approximately 89% of malicious dormain
regstration camplgnsar egisered by maximum 20 actrs s

‘Suthorts) mast be honored. Abstrcting withcredt s pemte To copy otherwie, o

why the detection accuracy reported by Sl ) e et
L com TLD (70%) at the same

andor e Rt permissions rom permissonscen oy,
ACSAC 19, December 5-13 2015, San Juan, P, USA

ACM ISBN 978-1-4503-7628- 011912 $1500
Tatps ooy 10.1145/359789 3559856

FPR. Diffrent TLDs will kely have iferent sets of maliciousac-
tors, with different operational characteristics, yielding different
detection results. Moreover, the actual operational deployment of
such a detection system in a real and live environment drastically

https://link.eurid.eu/prediction

https://link.eurid.eu/prediction2

https://link.eurid.eu/prediction3 https://link.eurid.eu/prediction4
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